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Abstract

A predictive model for estimating thermal contact conductance between two nominally flat metallic rough surfaces
has been developed and experimentally validated. The predictive model consists of two complementary parts, the first of
which is a surface deformation analysis to calculate the actual area of contact for each contact spot, while the second
accounts for the effects of constriction resistance and gas gap conductance between the contacting surfaces. A surface
characterization technique is developed which generates an equivalent 3-D surface profile from multiple 2-D profiles
and determines the unique wavelengths of importance for the surface deformation and constriction resistance models.
For given surface profiles and material properties of two contacting surfaces, and a specified contact pressure, the sur-
face characterization technique filters out non-essential wavelengths on the surface, after which the surface deformation
analysis calculates the deformation and contact area of each contacting asperity by considering three different modes of
deformation, namely, elastic, elastic–plastic, and plastic. The constriction resistance model is then used to calculate the
constriction resistance for each contacting asperity based on the area of contact and radius of curvature of the asperity.
The constriction resistance values for all the contacting asperities are then used to calculate the total thermal contact
conductance. An experimental facility has also been constructed to measure thermal contact conductance of interfaces
to verify the results of the predictive model. Good agreement has been found between the model predictions and exper-
imental measurements, validating the modeling approach.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

The cooling requirements of the electronics packag-
ing industry continue to become ever more demanding
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as the trend towards greater compactness and function-
ality in electronic devices accelerates. Thermal contact
resistance along the heat flow path is a pervasive hurdle
to effective heat removal in practically all electronics
cooling applications. It is also recognized as a critical
parameter in the design of avionics and other high-per-
formance thermal management systems [1].

Contact resistance is primarily caused by the imper-
fect contact between two surfaces due to the presence
ed.
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Nomenclature

a radius of contact of an asperity (m)
A area of contact (m2)
b radius of heat flux tube (m)
c intercept in temperature curve fit equations

(K)
d separation between the mean planes of two

surfaces (m)
di test column diameter (m)
E elastic modulus (Pa)
h thermal contact conductance (W/K)
k thermal conductivity (W/m K)
l height of an asperity (m)
m slope in temperature curve fit equations

(K/m)
p contact pressure (Pa)
Q total heat flow (W)
r generic quantity for general uncertainty

analysis
R radius of curvature of an asperity (m)
Ra centerline average surface roughness (m)
t non-dimensional parameter (dimensionless)
T temperature (K)
DT temperature difference (K)
Ur uncertainty in quantity r

x axial location (m)
Y yield stress (Pa)
z height of the mean plane of a surface (m)

Greek symbols

d deformation
e tolerance
h angle of the asperity
m Poisson�s ratio

Subscripts

* equivalent value
1 Material 1
2 Material 2
a, b, c, d, e, f, g, h reference labels for surfaces of

column elements
apparent apparent value
avg average
con constriction
contact contact interface
cyl cylinder
e maximum elastic limit
eq equivalent surface
gas gas
jump temperature change across the test interface
m mean value
nominal nominal value
p minimum plastic limit
real real value
sub substrate
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of microscopic asperities characteristic of engineering
surfaces. The real area of contact for such surfaces is
only a small fraction (<1–2%) of the nominal contact
area even at very high pressures [2]. Even so, most of
the heat through the interface flows through the actual
contact spots, as the thermal conductivity of these con-
tact spots is much higher than that of the surrounding
gas gap. This causes constriction of heat flux lines
through the bulk solid material in the vicinity of the con-
tact interface, which leads to a constriction resistance
(Fig. 1). Contact resistance is the combined effect of con-
striction resistances at all the contacting asperities on a
surface.

An integrated thermo-mechanical model for the pre-
diction of thermal contact conductance is developed in
this work. For given surface profiles and material prop-
erties of the two surfaces in contact, and a specified con-
tact pressure, the contact conductance is predicted. The
model is validated by comparing against experimental
measurements. The variation of contact conductance
with surface roughness and material properties is inves-
tigated experimentally at the low contact pressures com-
monly encountered in electronics cooling applications.
2. Experiments

2.1. Facility description

A steady-state, one-dimensional axial heat flow mea-
surement approach was used to experimentally deter-
mine contact conductance values with contributions
from gas gap conductance, for a range of contact pres-
sures, interface mean temperatures and heat flow rates,
for different metallic materials of different surface rough-
ness [3]. A schematic diagram of the experimental facil-
ity is shown in Fig. 2(a). The facility consists of a test
column, a pneumatic loading system, a load cell, a heat-
ing and cooling unit and a vacuum system.
The test column is composed of six cylindrical blocks,

each of 2.54 cm diameter: a copper heat source, two flux
meters, two test specimens, and a copper heat sink. The
column is centered between the load application mecha-
nism (a pneumatic cylinder) below the column and the
load cell above the column as shown in Fig. 2(a). A radi-
ation shield is placed around the column to minimize the
radial heat losses from the test column. The interfaces
between the heat source and flux meter, the heat sink



Fig. 1. Constriction of heat flow lines through a joint.

Fig. 2. (a) Thermal contact conductance facility and (b) graphical representation of the data analysis procedure.
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and flux meter, and between the flux meters and the
specimens (i.e., at all contacts except that between the
test surfaces) are coated with a thermally conductive
paste to minimize the contact resistance at these inter-
faces and maximize the column heat flow.

The heat source and sink elements are identical and
the direction of heat flow through the column can be
changed without disassembly by generating heat either
at the top or bottom of the column, and cooling the
other end. For the tests conducted in this work, the heat
flow direction was from top to bottom. Heat generation
is accomplished by means of three 100 W cartridge
heaters embedded in the 6.35 cm-long copper block heat
source. Heat is extracted from the column via the heat
sink at the bottom of the column. Refrigerated ethylene
glycol at �20 �C is circulated through a copper coil
brazed on the outside of the heat sink to remove heat
from the column. The heat source and the heat sink
are both insulated with fiberglass insulation.

The facility is equipped with a vacuum system so that
tests can be conducted in the absence of an interstitial
gas at the test interface, yielding measurements of the so-
lid spot conductance alone. A flexible bellows fit around
the bottom of the load column and sealed to the bottom
of the base plate complete the column vacuum environ-
ment. A rotary vacuum pump is used to evacuate the test
chamber. Tests in this work, however, were conducted
under atmospheric pressure conditions.

The heat flux is measured using flux meters fabricated
from electrolytic iron (Research Material 8420/8421) ob-
tained from the National Institute of Standards and
Testing. The thermal conductivity of this material is
known to an uncertainty of 3%. Along the 3.81 cm
length of the flux meters, four 0.1 cm diameter holes
are drilled to a depth of 1.27 cm to reach the axis; each
pair of holes is separated by a distance of 0.76 cm. Type
T thermocouples made from 36 AWG special limit ther-
mocouple wire are inserted into these holes and secured
with a high conductivity (k = 2.8 W/m K) epoxy.

The test specimens were fabricated to the same
dimensions as the flux meters, with identical placement
of thermocouples. One end surface of each test specimen
was ground and then roughened to a specified average
surface roughness with a dry-media blasting method,
using varying sizes of glass beads and aluminum oxide
particles. The sample materials tested were aluminum
6061-T6 (UNS A96061), 360 brass (ASTM-B16), 110
copper (ASTM-B152), and stainless steel (AISI-304).
Four nominal levels of average surface roughness
(ASME95 Centerline Average Surface Roughness),
Ra = 1, 5, 10, and 15 lm, were considered.

2.2. Data reduction

The experimental determination of thermal contact
conductance is illustrated in Fig. 2(b) using a schematic
of the flow of calculations from the measured centerline
temperatures on the left to the calculated value of ther-
mal contact resistance (at the interface between samples
1 and 2) on the right. Using a least-squares regression
scheme, a linear profile is fit to the axial temperature
measurements obtained from the flux meter as a func-
tion of axial location. The profile is centered about the
vertical center of the component (flux meter or test sam-
ple) so that the resulting error is distributed evenly to the
extrapolated temperatures of both end surfaces. The
extrapolated surface temperature, Ta, is given by:

T a ¼ xamþ c ð1Þ

The slope, m, and intercept, c, in this expression are
obtained from the measured temperatures at different
axial locations:

m ¼ N
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The heat flow through the interface is determined as
the average of the heat flow through the two flux meters.
The contact resistance is then calculated as the ratio
of the temperature drop across the interface to the heat
flowing through. Thermal contact conductance, h, is the
reciprocal of the thermal contact resistance:

h ¼ 1

Rcontact
¼

Qavg

T d � T e
ð4Þ
2.3. Uncertainty analysis

The uncertainty in thermal contact resistance (TCR)
can be calculated as [4]:
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U 2
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þ
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The heat flow through the flux meters, Q1 and Q2, and
their respective uncertainties are given by:

Qi ¼ �Aiki
T m � T n

xm � xn
ð6Þ
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m ¼ a; n ¼ b for i ¼ 1

m ¼ g; n ¼ h for i ¼ 2 ð7Þ
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The nominal contact surface area of the interface, Ai

in Eq. (6), is based on the test column diameter, di
(Ai ¼ pd2i =4). The uncertainty in the column diameter,
Udi , is taken as 0.00254 cm (0.1% of diameter). The cor-
responding uncertainty in the nominal contact surface
area is given by:

UAi ¼
pdiUdi

2
ð8Þ

The thermal conductivity, ki, of the electrolytic iron flux
meters is interpolated from the calibration data provided
by NIST. The heat flow through the column, Qavg, is
taken as the average of the heat flow in the two flux
meters, with a corresponding uncertainty:

UQavg ¼
U 2

Q1
þ U 2

Q2

4

" #1=2
ð9Þ

The locations of the end surfaces of the flux meters
for the extrapolated temperatures, xm and xn, are also re-
quired in Eqs. (6) and (7). The uncertainty in these loca-
tions Uxm and Uxn is taken as 0.0127 cm.

Finally, the uncertainties in the extrapolated surface
temperatures for the flux meters and samples are deter-
mined. With reference to Eq. (1), the uncertainty in Ta
is given by:

UT a ¼ ½ðxaUmÞ2 þ ðmUxaÞ
2 þ U 2

c �
1=2 ð10Þ

The uncertainty in the calculated slope, Um, and that in
the calculated intercept, Uc, can then be calculated in
terms of the random uncertainty for the thermocouple
temperature readings (systematic uncertainty is taken
as zero). Because the thermocouple locations are fixed,
the random uncertainty in the axial location is also as-
sumed to be zero, and the systematic uncertainty in
the axial location is 0.0127 cm.

The uncertainties in the measurements are summa-
rized in Table 1, and the statistics of heat flow, interface
thermal contact resistance and interface temperature are
Table 1
Measurement uncertainties

Variable Temperature Column
diameter

Axial thermoco
location

Uncertainty 0.2 K 0.00254 cm 0.0127 cm

Table 2
Statistical analysis of experimental variables

Q1 [W] UQ1 [W] Q2 [W] UQ2 [W] DQ [W] R

Maximum 27.147 0.917 27.741 0.941 1.656 3
Minimum 6.459 0.390 6.347 0.419 �0.616 0
Average 18.923 0.693 18.840 0.707 0.082 0
Median 20.706 0.731 20.913 0.749 �0.192 0
reported in Table 2. The maximum and minimum in
each category of Table 2 are the values determined over
the entire set of experiments.

The uncertainties in experimental sample dimensions
and thermocouple locations had little effect on the over-
all TCR uncertainty. Instead, the TCR is most strongly
influenced by the elemental temperature measurement
uncertainty, the amount of heat flowing through the col-
umn, and the temperature jump at the test interface. The
uncertainty in TCR for the tests presented here ranged
from 3% to 70% of the calculated TCR value, with an
average uncertainty of 15% (0.033 K/W) and a median
uncertainty of 10%. As TCR decreases, the temperature
jump across the test interface decreases for a given con-
stant column heat flux, but the elemental uncertainty in
the temperature measurements remains constant, caus-
ing an increase in TCR uncertainty. A second category
of cases with larger uncertainties resulted from low col-
umn heat flows imposed to keep the mean interface tem-
perature close to 30 �C (chosen as the approximate
interface set temperature for all measurements). The
uncertainty would decrease significantly if the chiller
set temperature were reduced and the column heat flux
were increased, with the interface temperature still main-
tained at 30 �C.

The average heat loss from the column between flux
meter 1 and flux meter 2 is 2.7% of the calculated aver-
age column heat flow, and the median value of this loss
is 1.5% of the calculated average column heat flow.
3. Numerical prediction methodology

As already described, heat flow through an imperfect
contact occurs mainly through the actual contact spots
between the highest asperities of the two surfaces. As
the contact pressure is increased, deformation of the
contacting asperities increases, and additional asperities
uple Electrolytic iron
thermal conductivity

Column axial load

3% 0.9 kPa

contact [K/W] UR contact Tinterface [�C] DT [�C]

[K/W] [%]

.081 0.151 70.33 33.84 28.28

.026 0.013 3.19 26.32 0.57

.456 0.033 15.05 28.67 6.51

.190 0.019 9.74 29.21 3.82
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may also come into contact. This leads to an increase in
the real area of contact, which in turn causes a decrease
in constriction of heat flux lines and an increase in con-
tact conductance. Prediction of contact conductance in-
volves determining the real area of contact for all the
contact spots and determining the heat flow through
each contact spot. Hence the problem of determining
the contact conductance can be divided into two parts,
which can be considered sequentially:

(i) finding the real area of contact for all the contact
spots, for a given contact pressure, by considering
the deformation of each individual asperity, and,

(ii) finding the constriction resistance values, given
the dimensions of each contact spot, by consider-
ing the constriction of heat flux lines through the
actual contact spot.

Models for surface deformation and constriction
resistance are developed in the following to carry out
these calculations. Input parameters to the surface
deformation model are provided by a surface topogra-
phy analysis.

A number of different models have been presented
in the literature for prediction of thermal contact con-
ductance [5–10]. A discussion of these models, their
shortcomings and the need for a more robust and com-
prehensive model are available elsewhere [11,12].

3.1. Surface deformation analysis

The surface deformation analysis considers contact
of an elastic–plastic sphere of a given radius and mate-
rial properties with a rigid flat half-plane. The solution
is then extended to the problem of contact between
two rough surfaces. Consider the contact of an elastic–
plastic sphere of radius R with a perfectly hard, smooth
half-plane. If the sphere is pressed into the half-plane
with a mean pressure pm such that the deformation of
the sphere is given by d and the area of contact by pa2

(where a is the radius of contact) then d, pm and a can
be related for the different deformation modes of the
sphere as described below.

For elastic deformation the mean contact pressure of
an elastic–plastic sphere in contact with a rigid half-
plane can be calculated by using Hertz theory of elastic
contact [13]:

pm ¼ 4E�

3p
d
R

� 	1
2

ð11Þ

in which E* is the effective elastic modulus of the contact
surfaces and is given by

1

E� ¼
1� m21
E1

þ 1� m22
E2

ð12Þ
Here, E1, E2 and m1, m2 are the elastic moduli and Pois-
son�s ratios of the two contacting surfaces. The contact
radius for elastic deformation is calculated using Sned-
don�s formula [14]:

d ¼ 1

2
a ln

Rþ a
R� a

� 	
ð13Þ

For a compressible material, mean contact pressure
for elastic–plastic deformation can be calculated using
Johnson�s expanding cavity model [13,15]:

pm
Y

¼ 2

3
2þ ln

E�=Yð Þ � a=Rþ 4 � ð1� 2mÞ
6 � ð1� mÞ

� 	
 �
ð14Þ

in which Y is yield stress of the material. Since no ana-
lytical models are available for area of contact for the
elastic–plastic region, a finite element model (FEM)
has been developed. A static deformation analysis for
contact of an elastic–plastic sphere with a smooth rigid
half-plane was conducted using the commercial FEM
package ABAQUS/Standard [16]. The results of the fi-
nite element analysis are shown in Fig. 3. The contact
area, A = pa2, is plotted as a function of deformation
d in Fig. 3(a), while the non-dimensional contact area
A/(dR) is plotted against non-dimensional deformation
(d/R)/(Y/E)2 in Fig. 3(b). A power-law approximation
to the results in Fig. 3(b) used in the present work is
given by

A
dR

¼ 2:448
d=R

Y =Eð Þ2

 !0:1265

ð15Þ

For plastic deformation, the mean contact pressure
can be calculated using the relationship due to Tabor
[17]:

pm
Y

¼ 3 ð16Þ

Assuming no piling-up or sinking-in, the area of contact
for plastic deformation can be expressed using the
following simple relation [13]:

a2 ¼ 2dR ð17Þ

Finally, the maximum elastic and minimum plastic
deformation limits are determined. The maximum elas-
tic deformation limit de represents the boundary between
elastic and elastic–plastic deformation modes and is cal-
culated using von Mises� shear strain-energy criterion
[13]:

de ¼
 

p
2

�3
2ð1þ t2Þ þ ð1þ mÞ
�

	 1� t tan�1
1

t

� 	� 		�1
!2

Y 2R

E�2 ð18Þ
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in which t can be calculated by solving the following
equation numerically for a given value of m:

t ¼ tan
3t þ ð1þ mÞtð1þ t2Þ
ð1þ mÞð1þ t2Þ2

" # !�1

ð19Þ

Similarly, the minimum plastic deformation limit dp rep-
resents the boundary between the elastic–plastic and
plastic modes of deformation and is calculated using
the expanding cavity model [13]:

dp ¼ ð48:86� 46:03mÞ2 Y
2R

E�2 ð20Þ

A detailed discussion of deformation limits and the der-
ivation of the above equations is available in [11].

The relationship between mean pressure and contact
radius from the surface deformation model obtained by
combining the above set of equations is illustrated in
Fig. 4.
3.2. Constriction resistance analysis

The constriction resistance for a single asperity mod-
eled as a semi-infinite cylinder terminating in the frus-
tum of a cone was analyzed as shown in Fig. 5. This
geometry best represents individual deforming asperities
[18]. A steady-state heat transfer analysis was performed
with a finite-volume approach using the commercial
CFD software FLUENT [19]. A wide range of parame-
ters were considered in the analysis, including the ratio
of the contact spot radius to the cylinder radius (a/b),
the contact angle of the asperity (h), and the ratio of
the conductivity of the gas gap (usually air) to the con-
ductivity of the substrate material (kgas/ksub). Using a
non-linear least-squares regression analysis, constriction
resistance was correlated as a function of h, a/b, and
kgas/ksub as:



Fig. 5. Semi-infinite cylinder terminating in the frustum of a
cone.
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Rcons–cyl ¼
1.608

4ksuba
1� a

b

� 
½2.565ðjÞ0.141h0.272 �� �

	 h½0.244ð1�a=bÞ2.792ðjÞ�0.612 �
n o

	 j½0.677ð1�a=bÞ82.1h�0.433 �
n o

ð21Þ

The conductivity ratio used in this correlation is
given by j = ksub/(ksub + 1000kgas). The effect of gas
conductivity is captured using the parameter j in
preference to the ratio kgas/ksub. If kgas/ksub were used
as one of the factors in the correlation for Rcons–cyl,
the constriction resistance would take a non-physical
value of zero for the case of a vacuum (i.e., for
kgas = 0). Because ksub is in general three to four orders
of magnitude higher than kgas, the factor of 1000 en-
sures that changes in kgas are appropriately reflected
in j. This correlating equation is valid for the following
ranges of parameter values: 0.01 < a/b < 0.1; 5.83 ·
10�5 < kgas/ksub < 1.61 · 10�3; and 0.0175 < h < 0.628.
Details of the constriction resistance analysis are avail-
able in [18,20].

3.3. Surface topography analysis

The topography of the contacting surfaces of the
cylindrical test samples (aluminum, brass, copper and
stainless steel) was analyzed. Six 2-D scans were ob-
tained on each surface (three parallel scans each in two
orthogonal directions) using a diamond-tip stylus sur-
face scanning instrument (Surfanalyzer 5400) for a total
of 12 surface scans for the contacting surface pair. The
data obtained from these scans include the height of
the surface profile above or below the centerline, at equi-
distant points along a straight line of given length (gen-
erally 20 mm for the present work). Each pair of scans,
one from each surface, is converted to an equivalent pro-
file as follows. A linear least-squares fit of the profile
data is used to remove any slope in the data that may
have been introduced from the surface scanner being
out of level. The linear fit is also used to adjust the pro-
file data to have a mean profile height of zero, centering
the data about the zero ordinate. The profile heights at
corresponding points on both surfaces are then summed
to form one equivalent profile scan. These equivalent
profiles are used to find the total number of asperities
on each surface as well as their peak heights and radii
of curvature.
The radii of curvature and peak density in a surface

profile are dependent on the sampling interval of the
scanning instrument [21]. As the sampling interval for
a given instrument decreases, more details of the surface
are captured. Hence increasingly smaller asperities are
identified, which may not be important to the deforma-
tion analysis. The average radius of curvature of these
asperities decreases with decreasing sampling interval
while the asperity density increases. Hence the profile
of the surface used to determine the contact conductance
is not unique, but is instead dependent on the resolution
of the scanning instrument used. In order to overcome
this dependence, the surface profile data were filtered
to remove short-wavelength asperities. This was
achieved using a first-order Butterworth filter to filter
the equivalent profiles through a low-pass cutoff wave-
length prescribed by Black and Garimella [22]. These
filtered equivalent 2-D surface profiles were used to
calculate an equivalent 3-D rough surface [11]. This
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equivalent 3-D surface profile was used for prediction of
contact conductance in the present work.

3.4. Prediction methodology

Greenwood and Tripp [23] showed that the contact
of two rough surfaces could be modeled as the contact
of a smooth surface with an equivalent rough surface.
Since the real area of contact is only a small fraction,
generally less than 1–2% [2], of the nominal contact area
even at high contact pressures, the interaction between
surrounding asperities may be neglected. Each asperity
may thus be considered as a deforming sphere in contact
with a smooth half-space. The problem is thus reduced
to the contact of a surface characterized by randomly
distributed, mutually independent, spherical asperities
with a smooth, hard surface. Hence the surface deforma-
tion analysis presented above can be used to calculate
the contact area and mean contact pressure of the two
rough surfaces for a given deformation of the asperities.

The prediction methodology for calculation of con-
tact conductance is as follows [12]. The separation d, be-
tween the smooth surface and the mean plane of the
equivalent rough surface, is assumed. This is used to cal-
culate the deformation of the asperities on the equiva-
lent rough surface as di = li � (zeq + d), where di is the
deformation of an asperity of height li and zeq is the
height of the mean plane of the equivalent rough sur-
face. The maximum elastic (de) and minimum plastic
(dp) deformation limits of each asperity are calculated,
and are compared to the deformation of individual
asperities to determine their deformation modes. The
equations corresponding to these deformation modes
are used to calculate the mean contact pressure pmi, con-
tact radius ai and contact area Ai for all the contacting
asperities. The total contact force is then calculated asP

pmiAi and compared to the applied load. If the calcu-
lated and applied loads do not match within a given tol-
erance, a new value of the separation distance d is
assumed and the process is repeated.

When the contact force matches the applied load, the
angle of contact hi, of each contacting asperity with the
smooth surface is calculated as hi ¼ ð180=pÞcos�1	
ððRi � diÞ=RiÞ, where Ri is the radius of curvature of
the asperity. The angle of contact of each asperity, to-
gether with (Areal/Aapparent)

1/2 and kgas/ksub, are used
to calculate the constriction resistance for that particular
asperity using Eq. (21). In calculating constriction resis-
tance of an asperity, the asperities in contact are as-
sumed to be uniformly distributed across the apparent
area of contact such that (Areal/Aapparent)

1/2 = a/b, where
Areal and Aapparent are the total real and apparent areas
of contact. This process is repeated for all the contacting
asperities and individual solid spot conductance values
calculated using hi = 1/2Ri are added to obtain the total
contact conductance for the interface.
4. Results

4.1. Experimental results for contact of similar materials

The effects of loading and unloading cycles, surface
roughness and material properties on thermal contact
conductance (TCC) are presented in the following. The
experimental results were compared to published values
in [24]. Although the exact conditions from the present
study of surface roughness, material properties, and
gas gap conductance were not matched in [24], the
experimental results were seen to agree with the avail-
able published data for comparable conditions. In fact,
the primary reason for performing experiments in this
study was to obtain results on samples for which all in-
put parameters required in the model developed were
available, such that the model predictions could be
validated.

4.1.1. Effect of loading–unloading cycles

As the interface between two rough surfaces is sub-
jected to loading–unloading cycles, an increase in ther-
mal contact conductance is observed for the second
and subsequent loadings compared to the first loading,
mainly due to the progressive nature of the deformation
of asperities on the surfaces in contact. This dependence
on loading–unloading cycles, also documented in [25,
26], can be seen in the TCC results for a representative
test considered in Fig. 6(a). Results for contact between
two nominally flat aluminum 6061-T6 surfaces with
0.5 lm average surface roughness are presented, with
TCC data recorded for several loading and unloading
cycles. An increase in thermal contact conductance is
observed for successive loadings, but only during the
first few cycles. After the second loading cycle, the
TCC comes to a steady value with respect to loading
cycle. This behavior was observed for all the experi-
ments performed. For all the remaining results reported
in this work, the samples were subjected to repeated
loading and unloading until the thermal contact conduc-
tance values became invariant with respect to loading
cycle.

4.1.2. Effect of surface roughness

As expected, thermal contact conductance was found
to decrease as surface roughness increased. As the sur-
face roughness increases, the number of contact spots
and the real area of contact decreases, thus allowing
for less solid spot conductance across the interface. This
trend was exhibited for all the bare contacts tested be-
tween similar material sample pairs; results for stainless
steel surfaces are presented in Fig. 6(b). The TCC is seen
to decrease with increasing surface roughness with a
93% drop at the maximum interface pressure for an
increase in the nominal surface roughness from 1 lm
to 15 lm (Ra). For similar contact pressures, the
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percentage variation in TCC with surface roughness
decreases as the surface roughness increases.

4.1.3. Effect of material properties

Material properties of the two surfaces in contact
have a significant effect on the observed TCC. Properties
for the metals considered in this work are shown in
Table 3 [27]. Results for bare contact between the four
different pairs of sample materials are shown in
Fig. 6(c) for a surface roughness of 5 lm Ra. The TCC
values in the figure are seen to scale with the material
thermal conductivity. While the significant expected
influence of thermal conductivity on TCC is obvious
from the figure, the effects of material properties such
as micro-hardness and yield strength are less easily
discerned. The effect of yield strength can be observed
by comparing the contact conductance values for
aluminum–aluminum and brass–brass contacts in
Fig. 6(c) at low loads. Although aluminum has a much
higher conductivity, aluminum and brass contacts have
similar TCC values for pressures in the region of 0.5–
1.5 MPa. This indicates that a higher yield strength leads
to a reduction in TCC. The higher yield strength of alu-
minum means that geometrically equivalent asperities
on brass begin to deform plastically before those on alu-
minum. This results in a greater contact area for brass at
a given load, increasing the contact conductance to the
same value as for aluminum, even though aluminum
has a higher thermal conductivity. However, as the yield
strength of aluminum is reached at higher loads, the



Table 3
Material properties of test samples [27]

Material Thermal conductivity
[W/m K]

Yield strength
[MPa]

Young�s modulus of elasticity
[GPa]

Poisson�s ratio, m

Aluminum 190 353 69 0.33
Brass 99 166 97 0.34
Copper 396 193 110 0.34
Stainless steel 17 380 200 0.30
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contact area for aluminum contact begins to increase
due to plastic deformation, leading to a more rapid in-
crease in TCC for the higher-conductivity aluminum.

4.1.4. Effect of interface pressure

As can be seen from the results in Fig. 6, TCC in-
creases with increasing interface pressure, as is well
established. As the contact pressure at the interface is
increased, the contacting asperities deform further in
addition to new asperities coming into contact, which
increases the amount of actual contact area. The solid
spot contribution to thermal contact conductance corre-
spondingly increases.

4.2. Experimental results for contact of dissimilar

materials

Thermal contact conductance measurements were
also obtained for contact between dissimilar metallic
surfaces. Results are presented in Fig. 7(a) for contact
of aluminum and stainless steel. Two different surface
roughness values, 1 lm and 14 lm Ra are considered
for both materials. The results indicate that stainless
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surfaces.
steel acts as the controlling resistance for the contact,
and TCC scales largely on the surface roughness of the
stainless steel samples. Thus the 1 lm Ra stainless steel
surface produces the higher conductance values; of the
two sets of these results, the contact pair with the less
rough aluminum surface yields the higher conductance.
The TCC results for the 14 lm stainless steel surface in
contact with both the 1 lm and 14 lm aluminum sur-
faces lie lower, and are closely grouped.

Fig. 7(b) shows a comparison of similar versus dis-
similar material contact. Results for contact between
1 lm Ra aluminum and 1 lm Ra stainless steel interfaces
are compared to those for bare contact between similar
materials of the same surface roughness. As may be ex-
pected, the TCC results for the dissimilar material pair
lie between the results for the aluminum–aluminum
and stainless–stainless TCC values.

4.3. Experimental validation of numerical predictions

Contact conductance values predicted from the mod-
el developed in this work are compared to experimental
results for 1 lm Al/Al contact in Fig. 8. The measured
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Fig. 8. Comparison of experimental and predicted TCC values
for aluminum–aluminum bare contact with 1 lm Ra.

Fig. 9. Comparison of experimental and predicted (with scans
taken before and after loading) TCC values for aluminum–
aluminum bare contact with 15 lm Ra.

Fig. 10. Comparison of experimental and predicted TCC
values for brass–brass bare contact with 5 lm Ra.
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values are shown along with predictions using the unfil-
tered surface profiles, as well as those with filtered pro-
files. The pre- and post-load predictions refer to the
use of surface profiles obtained before and after the con-
tact tests, respectively. It is clear that predictions using
unfiltered scans are not in agreement with experiment.
The filtered pre-load and post-load predictions follow
the same trend, with the pre-load predictions being the
higher of the two. The predictions of TCC for the
1 lm Al/Al contact agree very well with the experimen-
tal measurements, exhibiting an average deviation from
the experiment of 2%. It may be noted that filtering
causes the predicted contact conductance to increase
somewhat non-monotonically with load, as can be ob-
served from the predictions in Fig. 8. The trend line
shown through the predictions is obtained as a least-
squares fit. Similar comparisons for three other surface
pairs are shown in Figs. 9–11. These figures show that
predictions for the 15 lm Al/Al contact have an average
deviation of 26% from experiment with most of the var-
iation occurring in the range of 3–5 MPa. Correspond-
ing deviations for 5 lm brass–brass contact is 17%,
and for 5 lm copper–copper surface is 11%. While the
predictions do not exactly match the experimental values
in all cases (such as for the 5 lm copper and 15 lm
aluminum cases, where the experiments drop off more
rapidly than the predictions), the comparisons to
experimental data are good in most cases. The devia-
tions are due to the filtering method applied to the pro-
file data and is discussed further in the following. Care
should be taken in using the model for high pressures
(>3 MPa) on surfaces with large roughness.

The larger variations in predicted values with some of
the surfaces are chiefly due to the error in the correlation
used to determine the low-wavelength cutoff and the
manner in which the surfaces are characterized and fil-
tered [22], as described in Section 3.3. While filtering
out of smaller wavelengths is necessary in order to retain
only the wavelengths that are important to the physics
of deformation of microscopic asperities, it also has
the disadvantage of affecting the surface peak heights.
The extent of this effect is shown in Fig. 12, where the
height of the large asperity on the right decreases as
the cutoff wavelength increases. Filtering has another
significant effect on the surface profile. As the surface
is filtered with increasing values of cutoff wavelength,
the two asperities shown in Fig. 12 (two smaller asperi-
ties on the left) begin to merge into one asperity. Just
before they merge, their radii of curvature increase at
least 10-fold. This substantial increase in the radius of



Fig. 11. Comparison of experimental and predicted TCC
values for copper–copper bare contact with 5 lm Ra.

Fig. 12. Variation in profile heights and radii of curvature due
to filtering the profile data.
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curvature causes the mean plane separation at that par-
ticular load to increase substantially, reducing the pre-
dicted area of contact and hence the contact
conductance. After these asperities merge, the radius
of curvature returns to a more reasonable value, result-
ing once again in more accurate predictions of the con-
tact conductance. Ideally, the filtering should remove the
undesired surface wavelengths while more or less main-
taining the peak heights.

Some of the crucial inputs and limitations of the pre-
diction scheme developed in this work, which can affect
its ability to correctly predict contact conductance, are
as follows: (i) The prediction method developed requires
complete 3-D profiles of the contacting surfaces, which
are often not available, or can be difficult to obtain.
Hence, 2-D profiles were extrapolated to obtain 3-D
profiles. The six 2-D profiles used for each surface may
have been too small a number to accurately capture
the 3-D surface profile. (ii) The prediction scheme re-
quires the surface microhardness of both the surfaces
in contact. As increasingly rough surfaces are consid-
ered, the measurement of surface microhardness be-
comes more uncertain due to limitations involved with
the indentation measurement technique. Hence the
microhardness values input into the prediction scheme
suffer from some uncertainty, affecting the predictions.
(iii) In the present stage of the modeling effort, only
the effect of the roughness of the surface profiles is cap-
tured, and the surface is assumed nominally flat. Wavy,
concave, or convex surface profiles (macroscopic fea-
tures) are not considered. (iv) The filtering scheme
smooths the profiles, decreasing the asperity heights
and increasing the radius of curvature. However, the fil-
tering method does to some extent account for the fact
that at high contact pressures, deformation of many of
the contacting asperities can be so large that some of
the adjacent asperities start behaving as a single asperity.
This leads to a variation in the heat flow versus contact
area characteristics of such asperities, and in turn, a
change in the rate of increase in contact conductance
with interface pressure (because contact conductance is
proportional to a whereas contact force is proportional
to a2); such an effect is discernible in the plots of exper-
imental TCC values presented as a function of interface
pressure, specifically, in Fig. 11 where the experimental
values of contact conductance show a more rapid de-
crease in slope than the predicted values in the 4–
5 MPa range.
5. Conclusions

A numerical model has been developed for the pre-
diction of thermal contact conductance at metal–metal
contact interfaces. Using the model, it is shown that
contact conductance can be predicted from a knowl-
edge merely of the surface topography and material
properties of the two contacting surfaces for a given
contact pressure and apparent area of contact. The pre-
dictive approach incorporates a surface deformation
model, which is shown to match experimental results
from the literature very well. In parallel, an experimen-
tal facility has been constructed to measure thermal
contact conductance across an interface, especially at
the low pressures encountered in electronics cooling
applications, with the primary purpose of validating
the model developed. The effects on contact conduc-
tance of variations in interface pressure, surface finish,
and types of materials were studied. Predicted results
for contact conductance from the present model show
satisfactory agreement with the experimentally deter-
mined values.
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